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AGENDA
Existing profiling techniques and motivation 

for improvements to OpenCL tools

Applying Wavefront occupancy in Radeon GPU 
Profiler
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GCN and Wavefront Occupancy

Future Work
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Existing Profiling Techniques for OpenCL Developers

• Performance counters - Aggregate data – no indication of what happened in the 
kernel over time 

• Limitation – No Workgroup Scheduling across shader engines.

• Limitation – Cannot see stalls in kernels waiting for memory or correlate to source

Source: CodeXL
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Existing Profiling Techniques for OpenCL Developers

• Timestamps with API interception don’t provide visibility into work the driver did. 

• Limitation - Barriers inserted to flush caches 

• Cause - Applications scheduling consecutive kernels with data dependencies

• Limitation - Dispatches batched by driver into command buffers 

• Cause - Excessive synchronization like clFinish() in applications

Source: CodeXL
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Our Design Goals for Improved OpenCL Tools

• Enable new optimizations for OpenCL applications

• Make optimization agnostic across architecture generations

• Needs to be applicable to graphics and compute workloads 

• A single dispatch like compute 

• A game where multiple shaders are in flight at any point in time

Define actionable metrics that allow us to quantify performance over any time 
interval as it executes on a device.  Example: Wavefront Occupancy
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GCN Architecture
X Shader Engines per Chip with Y Compute Units per Shader Engine
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GCN Architecture
X Shader Engines per Chip with Y Compute Units per Shader Engine

For OpenCL developers
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GCN Compute Unit
4 SIMD Units per CU
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What is wavefront occupancy?

Measure of how close a SIMD is to its maximum wavefront capacity at a point in time
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How do we calculate Wavefront Occupancy

Hardware support in AMD GCN compute units emits event tokens to GPU memory
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Wavefront Occupancy

• Four shader engines doing OpenCL ray tracing 

• Build  a histogram showing how many waves were active in a time interval
• Now get an idea of utilization of  a GPU at any point in time

• However – How do we correlate this to a API call in OpenCL ?
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High utilization of GPU ~ 80% Low utilization of GPU ~ 30%
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Correlating wave fronts to API information

• User mode driver inserts data into hardware 
generated trace

• Allows adding API specific semantics

• Example – OpenCL kernel names
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Visualizing Wavefront Occupancy of OpenCL Applications
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See how busy the GPU is

View Resource UsageView durations and load 
balancing across SEs
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Visualizing Wavefront Occupancy of Vulkan Applications
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See how busy the GPU is
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Visualizing Wavefront Occupancy of Vulkan Applications
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See how busy the GPU is

Graphics wavefronts

Async compute wavefronts
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Visualizing Wavefront Occupancy of Vulkan Applications
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See how busy the GPU is

Selected event

Does the async compute work 
overlap with graphics work?
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Visualizing Wavefront Occupancy of Vulkan Applications
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See how busy the GPU is
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Understanding Application and Driver Interaction in OpenCL

• Application driver interaction visibility enabled by driver 
instrumentation and hardware support

• Driver adding Barriers when profiling enabled serializing dispatches
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Caches
Barrier type and reason

Shown as barriers 
in RGP
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Understanding Application and Driver Interaction in OpenCL

• Enabled by driver instrumentation and hardware support

• A command buffer is a batch of dispatches

• View grouping of OpenCL dispatches into command buffers
• Example: Find the cost of clFlush()

• View how long DMA takes and overlap
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Command buffer 
submission

Command buffer 
execution

Time

Queue clearing as work executes on GPU
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Understanding Application and Driver Interaction in OpenCL

• Enabled by driver instrumentation and hardware support

• Difference between “Real” and “Theoretical Occupancy”

Wavefront occupancy ~ 50%

Theoretical occupancy ~ 100%
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Radeon GPU Profiler
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GPU performance analysis tool

‒ Visualizes GPU workloads to 
identify performance bottlenecks

‒ Bridge the gap between explicit 
APIs and GCN

‒ Built-in, hardware thread-tracing, 
allowing deep inspection of GPU 
workloads.

Designed to support

‒ Linux® and Windows®

‒ Vulkan®, DirectX® 12 and OpenCL
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How does it work?

Launch the target application

(RGP support is built directly into the production driver)

Launch Developer Panel and 
Choose your dispatch range
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How does it work?
Launch the target application

(RGP support is built directly into the production driver)

Generate RGP Profile
Capture a trace
Double click to open in RGP
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Workflow with RGP - Most expensive events
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Pinpoint optimization candidates
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Workflow with RGP - Understand the Wavefront Occupancy
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See how busy the GPU is
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Future work - RGP and Instruction Tracing
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‒ See instruction durations

‒ Functional unit utilization (VALU, SALU, LDS)

‒ Does not require kernel modification

‒ Top-down program execution

‒ Find which part of your program is hot

‒ Available for all shader stages
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Conclusion

• Wavefront Occupancy allows us to quantify performance at any point in time of 
a shader as it executes on a device

• HW support and driver instrumentation allows Radeon GPU Profiler to view 
wavefront occupancy and answer questions such as:

• How OpenCL, DirectX 12 & Vulkan work on the GPU 

• Maps APIs directly to GPU concepts and activity

• Uses custom GPU hardware for accurate low-level event and timing data 

• Someone once said something like: “A picture is worth a thousand DWORDS”

• RGP visualizes profile data using a simple UI
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Information

GPUOpen: https://gpuopen.com/

RGP: https://gpuopen.com/gaming-product/radeon-gpu-profiler-rgp/

RGA: https://gpuopen.com/gaming-product/radeon-gpu-analyzer-rga/

Downloads

RGP: https://github.com/GPUOpen-Tools/RGP/releases

RGA: https://github.com/GPUOpen-Tools/RGA/releases
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Disclaimer & Attribution

The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions and typographical errors.

The information contained herein is subject to change and may be rendered inaccurate for many reasons, including but not limited to product and roadmap changes, component and motherboard version changes, new model and/or 
product releases, product differences between differing manufacturers, software changes, BIOS flashes, firmware upgrades, or the like. AMD assumes no obligation to update or otherwise correct or revise this information. However, 
AMD reserves the right to revise this information and to make changes from time to time to the content hereof without obligation of AMD to notify any person of such revisions or changes.

AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE CONTENTS HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS OR OMISSIONS THAT MAY APPEAR IN THIS INFORMATION.

AMD SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO ANY PERSON FOR ANY DIRECT, INDIRECT, SPECIAL OR OTHER 
CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN, EVEN IF AMD IS EXPRESSLY ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.
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