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Background

5



Digital Audio

Real-Time

Offline Storage

6



Physical Modelling

Simple 1D String Physical Model:       Karplus and Strong’s String Synthesis

2D Vocal Tract:                                       Digital Waveguide Synthesis
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Physical Modelling: Direct Numerical Simulation

Applied Mathematics Computer Program
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Finite-Difference Time-Domain

Finite difference methods represent differential equations.

Time-stepping creates simulation over time.
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Design & Implementations
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Physical Model: 2D Drumhead Membrane
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General Architecture

Grid at time: n Grid at time: n+1
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The Difference Equation

𝑝𝑛+1 =
2𝑝𝑛+ 𝜇−1 𝑝𝑛−1+ 𝛼(𝑝𝑙+𝑝𝑟+ 𝑝𝑢+ 𝑝𝑑 −4𝑝

𝑛)

𝜇+1

𝑃𝐿,𝑅,𝑈,𝐷 = ൝
𝑝𝑛𝛾

𝑝𝑙,𝑟,𝑢,𝑑
𝑛

if n boundary

if n free

𝑝𝑛+1

𝑝𝑛

𝑝𝑛−1

𝜇
𝛼
𝑝𝑙,𝑟,𝑢,𝑑
𝛾

= Pressure next time step
= Pressure current time step
= Pressure previous time step
= Damping coefficient 0.0 < 𝜇 < 1.0
= Propagation coefficient 𝛼 ≤ 0.5
= Pressure neighbours
= Boundary gain 0.0 < 𝛾 < 1.0 13

(Walstijn & Kowalczyk, 2008)



GPU Acceleration

CPU 
Initialization

CPU 
Playback

GPU 
Process
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Version: CPU Serial

Cache Alignment:

Avoiding Copies:

Redundant Calculations:
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Version: CPU AVX
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Version: GPU OpenGL
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Model stored as texture

Pixel: RGBA ChannelDesign proposed by (Zappi et al, 2017)
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Version: GPU OpenCL

General Purpose GPU (GPGPU)
(Harris, 2012)

Global Workspace (Kernel) Local Workspace (Workgroup) Private Workspace (Work-item)
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Version: OpenCL Global & Local

Purely global memory version Local memory version
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Version: Overview

FDTD Synthesis Implementations

CPU Serial

CPU AVX

GPU OpenGL

GPU OpenCL Global

GPU OpenCL Local
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Common Mechanism: Rotation Index
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Common Mechanism: Input/Output Buffer

Input Excitation:

Output Samples:

Repeats for buffer length
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OpenCL Workgroup Optimizations
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Benchmarking

Control Parameters: Input/Output Buffer Size = 512

Independent Variables: Grid Dimensions, Workgroup Dimensions

Dependant Variables: Computation Time

24



Results: Workgroup Dimensions
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Compute time up to wavefront size
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Time per 512 samples.



Compute time past wavefront size
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Time per 512 samples.



Results: Model Dimensions
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Compute time at smaller dimensions
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Compute time at higher dimensions
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Speedup of AVX

31



Speedup of OpenGL
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Speedup of OpenCL
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Conclusion
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Project Outcomes

• Designed & developed an OpenCL FDTD Synthesizer.
• Compared different methods of implementing an FDTD synthesizer.
• Analysed performance results and reviewed implementations.

Foundations set for further investigation and development in GPGPU.
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Future Work

• Investigating another method for GPGPU, Vulkan. 
(Sellers et al, 2016)

• Developing a comprehensive benchmarking suite to 
compare OpenCL and Vulkan.

• Benchmarking on a broader range of systems.
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