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A Simple OpenMP Program
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https://www.openmp.org/wp-content/uploads/Intro_To_OpenMP_Mattson.pdf

https://www.openmp.org/wp-content/uploads/Intro_To_OpenMP_Mattson.pdf


Why hpxMP ?



AMT OpenMP

https://www.videoblocks.com/video/two-men-fighting-silhouette-hxzkbp0bio0t8mm4

https://www.videoblocks.com/video/two-men-fighting-silhouette-hxzkbp0bio0t8mm4


HPX is a C++ Standard Library for Concurrency 
and Parallelism. It implements all of the 

corresponding facilities as defined by the C++ 
Standard. Additionally, in HPX we implement 

functionalities proposed as part of the ongoing 
C++ standardization process. We also extend the 

C++ Standard APIs to the distributed case.

https://github.com/STEllAR-GROUP/hpx

https://github.com/STEllAR-GROUP/hpx
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Some Idea …
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https://www.openmp.org/wp-
content/uploads/Intro_To_OpenMP_Mattson.pdf

https://www.openmp.org/wp-content/uploads/Intro_To_OpenMP_Mattson.pdf


https://github.com/STEllAR-
GROUP/hpxMP

OpenMP 5.0

#pragma omp parallel#pragma omp parallel for

#pragma omp barrier

#pragma omp taskgroup task_reduction ( operator : list ) 

omp_get_num_threads()
#pragma omp task

omp_set_num_threads(int);

https://github.com/STEllAR-GROUP/hpxMP


• Compile your program as a openMP program clang || gcc
• LD_PRELOAD = …/libhpxmp.so
• OMP_NUM_THREADS = 2
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OS thread
#pragma 
omp parallel

HPX  threads

hpx::start

HPX threads

#pragma omp task



Examples …
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Deeper into…
#pragma omp parallel
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Time check Point
Questions?



hpxMP vs llvm-OpenMP

Performance ?
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http://www.hpc.lsu.edu/resources/hpc/system.php?system=QB2

http://www.hpc.lsu.edu/resources/hpc/system.php?system=QB2
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BLAZEMARK DMATDMATADD

Performance Ratio (higher number 
means better performance of hpxMP



Why hpxMP is fast ?

Why hpxMP is slow ?

Join Phase in user level

HPX Scheduler 



OMPT (OpenMP Performance Toolkit)



Conclusions and Future Work

• Implement OpenMP using AMTs
• compatibility gap between OpenMP and AMT systems

• non-suspending threads to HPX
• OpenMP task-based benchmark
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