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Goals

1. Show how Intel® GPU OpenCL™ stack is built and how components
interact with each other when running a simple OpenCL application.

2. Highlight differences in driver’s activities when operating on different
API| concepts like command lists from oneAPI Level Zero and command
buffers from Vulkan.
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Components

OpenCL application I I Level Zero application I

z OpenCL Installable Client Driver Loader I Level Zero Loader I
Intel GPU compute stack
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Kernel Mode Driver

Direct Rendering Manager \
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Hardware
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Driver’s workflow
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clGetPlatformIDs
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OpenCL Runtime

(Perform parameter and AP validation )

v

(Search for devices in the system )

v

(Filter supported devices )

Get device details

i915

7

(Get device details based on device ID )

v

(Get device details loaded during driver initialization

)

Create GEM context

v
(Create GEM context handle )

2
(Initialize OpenCL Runtime internals )

v

(Create internal platform representation )

v

(Retum cl_platform_id handle )

®

intel.

6



clBuildProgram
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OpenCL Runtime

(Perform parameter and AP| validation )

Compile OpenCL C

Front End Compiler

Compile OpenCL C to SPIR-V I

1 Compile SPIR-V '

Intel Graphics Compiler

Generate GEN VISA

Intel Graphics Assembler

Encode GEN ISAbinary '

¥
(Generate OpenCL device binary )

Decode program metadata

(Allocate GPU memory for program resources

)

915

1 Create buffer object handles |

Populate cl_program object
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clEnqueue® - command creation
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OpenCL Runtime

?

[—Perform parameter and API validation )

\’

Y& Batch buffer has available space >ﬁ
(Allocate GPU memory )

Reuse GPU memory

i915
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(Createbufferobjecthandle )

|

> <
’Y‘

Batch buffer is mapped to CPU

Map batch buffer

Reuse CPU pointer

v

(Map buffer object to CPU virtual address space

)

(Append command to batch buffer )

(Append HW pipeline flush command )

®

intel.

8



clEnqueue™® - command submission
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Batch more commands

OpenCL Runtime

Time to submit?

i915
(/—\ppend marker command )
(Creatememorydependencylist )
Submit batch buffer
Y

Are buffer objects bound into GPU memory

¢no

(Bind buffer objects into GPU memory

Is HW context assigned to GEM context?

¢no

(Create and assign HW context to GEM context

(Pin buffer objects in GPU memory )

v

[Inject batch buffer into the ring buffer

)

Submit HW context

Y
3
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clFinish
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OpenCL Runtime

(Perform parameter and AP validation )

Anything to submit?
yes

(Submit remaining batch buffers )V

Ye” Command queue empty? )ri

Skip (Waitfor GPU markers )

Y

yes

Skip

GPU markers available

no

i915
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(Waitfor batch buffer end interrupt

)

Unpin buffer objects

Signal sync fence

Y
A

)
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Notices & Disclaimers

Intel technologies may require enabled hardware, software or service activation.
No product or component can be absolutely secure.

Your costs and results may vary.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of
Intel Corporation or its subsidiaries. Other names and brands may be claimed as
the property of others.

OpenCL and the OpenCL logo are trademarks of Apple Inc. used by permission by
Khronos.
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